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Use Case / Business Challenge
What problem are we trying to solve?

Remote Office / Branch Office with:
« Zero existing infrastructure footprint
« Old/Aging infrastructure hardware

A handful of workloads are required to run onsite:
« Domain Controller(s)
« DNS

DHCP

Print Server(s)

File Server(s)

Other Application(s)
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Requirements
Business & Technical

==
(T

Simple & Secure

High Performance

[

Scalable

Highly Availability ]
« vSphere HA
- BC/DR
Consistent Operations
« Patching (VUM)
« Monitoring (VROpS)
« Backup
Low Cost
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Solution
High-Level

Powered By\

Primary Datacenter

VSAN 2 Node
ROBO Deployment

Remote Office / Branch Office (ROBO)
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Solution
Licensing

VMware VSAN Standard for Retail and Branch Offices (VMs)

« Licenses are priced per-virtual machine (per-VM) and sold in packages of 25 licenses. A 25-pack
of licenses can be shared across multiple locations—for example, five remotes offices each
running five virtual machines.

« Each remote office is limited to a maximum of 25 VMs. If more than 25 VMs are running at a
remote office, vSAN Standard, Advanced, or Enterprise licensing must be used.

« |t is important to note there is no upgrade/conversion path from vSAN for ROBO per-VM
licenses to VSAN Standard, Advanced, Enterprise per-CPU licenses.

ROBO (Standard) Standard Advanced Enterprise
Capacity | Per-VM (up to 25) | CPU Based CPU Based CPU Based
Features |+ iSCSI  iSCSI  iSCSI  iSCSI
All Flash « All Flash  All Flash « All Flash
« RAID5/RAID6 * RAID5/RAID6

Dedupe/Compression  Dedupe/Compression
*  Stretched Cluster
VSAN Encryption
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Solution
Hardware

HPE ProLiant DL380 Genl10 24SFF

(2) Intel Xeon-Gold 6142 (2.6GHz/16-core/150W)
192GB (32GB x 6) DDR4-2666 Memory

(4) 1GbE Ports

(4) 10GbE Ports

(2) 480GB SSD (ESXi)

(2) 800GB SSD (Write Intensive)
(7) 1.2TB 10K HDD
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Configuration
ESXi Host (Front)

HPE 800GB SAS 12G Write Intensive SFF

# of Hosts: 2
# of Disk Groups: 2
Total Capacity: 16.8TB

-HP DL380 Gen10 | L
- (2) Intel Xeon-Gold 6142 (2.6GHz/16-core/150W) Usable Capacity: 8.4T8

- 192GB DDR4 Memory

HPE 1.2TB SAS 12G Enterprise 10K SFF

1311 ayoe)
Ja1] Ayoede)
1311 ayoe)

1911 Aydede)

Drive Box ID:
ProLiant

DL380
Gen10

[Box 1]Box 2|

LI
B

0x 3)

16.8TB Raw / ~8.4TB Usable

‘ \_ Disk Group1 ~ \ Disk Group 2 /

HPE Smart Array P408i-p HPE Smart Array P408i-p
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Configuration
ESXi Host (Back)

HPE Ethernet 10Gb 2-port

530SFP Adapter
(2) HPE 480GB SATA

6G Mixed Use SFF
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1 e e e
(4) 1GbE (2) HPE 800W Flex Slot

HPE FlexFabric 10Gb 2-port iLO Platinum Hot Plug Low Halogen
534FLR-SFP+ Adapter

N\
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Configuration
Network Connectivity

vMotion / vSAN Data

o s vSAN Data / vMotion

4 IIII‘III

iLO

Management

Management

VM Networks

VM Networks
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Configuration
vSphere Networking

VMkernel ,

MGMT / VSAN VM
Vviitnﬁs NeMoLk(s)

vmknic

VvNIC
Port Groups

vSwitch

Active/Standby

(Use explicit
failover order)

Active/Active

(Route based on
originating
virtual port)

ESXi-02

vmnics =—
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Scalability

Future Expansion

$$%
Add Disk(s) Add Disk Group Add Host & Switch
Fill existing Disk Groups Add (1) Controller, (2) Add (1) Host, (1) Switch,
Add (14) Capacity Cache Disks, (14) (6) Cache Disks, (42)
Disks Capacity Disks Capacity Disks
(33.6TB Raw / ~16.8TB Usable) (50.4TB Raw / ~25.2TB Usable) (75.6TB Raw / ~37.8TB Usable)
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Implementation
Steps to Success

Pre-vSAN Configuration vSAN Configuration Post VSAN Configuration
Upgrade vCenter - Validate Networking - Basic Validation Testing
Rack/Stack at HQ - Install Witness at HQ - Execute vSAN Test Plan
Upgrade Firmware - Modify Witness Networking - Configure VROps
Install ESXi - Specify Witness Traffic vmk - HCIBench Performance

, _ _ Testing
Configure Networking - Configure vSAN

vSAN Enablement Training

Ship to ROBO Site - Create Disk Groups Hands-on Labs
Connect Hosts to vCenter - Configure Cluster - TAM Knowledge Sharing
HA + Paid Course(s)
DRS
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Implementation
Basic Validation Testing

Test Description Action/Input Expected Results

VSAN VMkernel Network All hosts should have a separate VMkernel with vVSAN traffic enabled. All Hosts should have a separate VMkernel with vSAN traffic

Interface enabled.
Inter-Host vSAN All hosts should have vSAN VMkernel on the same subnet/VLAN. All host should be able to communicate with other hosts in
VMkernel Network the cluster via VSAN VMkernel interface.

Connectivity

VSAN Port Group Load VSAN port group created with proper load balancing and failover All vSAN port groups should be in active/passive mode.
Balancing policy.

vMotion VMkernel Verify separate VMkernel for vSphere vMotion. All hosts should have a separate VMkernel with vSphere
Network Interface vMotion traffic enabled.

Management VMkernel Verify separate VMkernel for management. All hosts should have a separate VMkernel with management
Network Interface traffic enabled.

Cluster HA/DRS Settings Verify cluster HA/DRS settings. When creating the cluster, it is DRS should be enabled; HA should not be enabled.

important to not enable HA as it will create issues. After vSAN is
enabled, HA can then be enabled.

vSphere Client Administrators and users can access vCenter through Web client. Login to vCenter from the Web client is successful.
Connectivity

Validate Active Directory, Validate VMware dependent IT Infrastructure (Active Directory, NTP, Configuration matches environment.

NTP, DNS DNS).

Create VM Right-click vSAN cluster and create new Virtual Machine. VM is created successfully.

Migrate VM Right-click VM and migrate to the other vSAN cluster host. VM is successfully migrated.
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Implementation
VSAN Test Plan

Scenario VSAN Behavior

Cache disk failure Disk Group is marked as failed and all components present
on it will rebuild on another Disk Group after 60 minutes.

Capacity disk failure Disk marked as failed and all components present on it will

(Dedupe and Compression rebuild on another disk after 60 minutes.

OFF)

Disk Group failure/offline All components present on the Disk Group will rebuild on
another Disk Group after 60 minutes.

RAID/HBA card failure All Disk Groups backed by the HBA/RAID card will be

marked absent and all components present will rebuild on
other Disk Groups after 60 minutes.

Host failure Component on the host will be marked as absent by VSAN.
vSAN Witness Host loss / VSAN Witness Host loss counts as a site (PFTT) failure, as
failed / isolated from one such the cluster will be placed in a degraded state until the
or both nodes withess comes back online or is redeployed.

Node failure or partition, Host is declared lost; quorum is established between the
ISL failure / connectivity VSAN Witness Host and the remaining node.

loss

Loss of both hosts Cluster offline.

Impact/Observed VMware HA Behavior

VM will continue running.

VM will continue running.

VM will continue running.

VM will continue running.

VM will continue running if on the alternate host.

If the VM was running on the same host as the failure a HA restart of
the VM will take place if HA is enabled.

VM will continue running.

VMs running on the partitioned/failed node are powered off.

HA will restart the VMs from the secondary fault domain/host on the
preferred fault domain/host.

If the preferred fault domain/host has failed, VMs will restart on the
secondary fault domain/host.

VMs stop running. HA cannot restart VMs until quorum is re-
established.
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Implementation

v Fio Single Stats (Current)

IOPS
86.5 K
Block Size (Avg)

4.00 KiB

Write Latency

Read Ratio

o

mwa re Confidential ©2019 VMware, Inc.

Throughput
346 MBs
Number of Fio VMs

8

Read 95th Percentile Latency

Read Latency

Total Outstanding I/0s
256

Write 95th Percentile Latency




Day 2 Operations

Management / Patching

vCenter

vm vSphere Client

8 @9 Prod Cluster = acrions~
v [ vcsatilkens.local Summary Monitor Configure Permissions Hosts VMs

v [[h Elk Grove
> Mgmt Cluster
v [[] Prod Cluster
[[] esxi-03.tilkens.local

Total Processors: 16
Total vMotion Migrations: 6816

& &3

[[] esxi-04.tilkens.local
{5 HCIBench
5 labesxi-01
5 labesxi-02
5 labesxi-03
5 labesxi-04
5 labvesa
5 sqlo1
5 vesa
> [ esxi-05.tilkens.local

Related Objects

Datacenter [H Elk Grove

vSphere HA

Admission Control: Disabled
Proactive HA: Manual
Host Monitoring: Enabled

vmware
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Summary Monitor

Datastore
Host Updates

VMware Tools
VM Hardware

UPDATE MANAGER HOME

Same Tools!

[1 esxi-03.tilkens.local

Configure

Update Manager

ACTIONS v

Permissions VMs

Installed on Host
ESXi Version 6.7.0
Hypervisor VMware ESXi

Build 15160138
(@ Quick Boot disabled on host @

SHOW INSTALLED

© Ready to remediate

Remediation Pre-check @

Datastores

Networks Updates

© Compliant

Host Compliance

O non-compliant baseline(s) and baseline group(s)
O unknown baseline(s) and baseline group(s)

O patches, including O critical O security

CHECK COMPLIANCE (checked 12 minutes ago)

SCHEDULE




Day 2 Operations

Monitoring (vCenter)

Prod Cluster = actions~

Summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates

Prod Cluster |~ acrions - Resouree Aocation  Skyline Health (Last checked: 12/17/2019, 6:54:04 PM)
Summary  Monitor  Configure  Permissions  Hosts VMs  Datastores  Networks  Updates ﬁz:\ory > @ Online health (Last check: 36 minute(s) ago)
Faults CAPACITY USAGE Storage N O Network
History Utilization
CPU Utilization Capacity Overview Storage Overview > @ Physical disk
Memory Utilization Security
Network Utilization @ Used 1.1 TB/5.46 TB (20.28%) v VSAN
~ veshere A — Skyline Health S e
Summary B Actually written 1.1 TB (20.28%) Virtual Objects
Heartbeat Dedup & compression savings: 1.04 TB (Ratio: 2.27x) Physical Disks ’ ° Cluster
Configuration Issues Resyncing objects
Datastores under A.. > @ Stretched cluster
+ Resource Allocation Usable capacity analysis Proactive Tests
CcPU Capacity > @ Capacity utilization
Memory This panel helps you estimate the effective free space if deploying new workload with the selected storage policy, as Performance
Storage Change policy to  VSAN Default Storage Policy Effective free space with the p Parfonmance diagno.. > @ Hardware compatibility
Utilization Support
Storage Overview Data Migration Pre-c... > @ Performance service
Security Usage breakdown before dedup and compression + Cloud Native Storage
v VvSAN .
Skyline Health Usage by categories COLLAPSE ALL contanerYolumes ’ Q VSAN Bulld Recommendation
Virtual Objects +~ Hl VM1.05 TB (49.16%)

Physical Disks
VMDK 1.04 TB (98.35%) VM objects

Primary data 530.11 GB
Replica usage 530.89 GB

Resyncing objects

Proactive Tests

Capacity
performance VM home objects (VM namespace) 13.65 GB (1.27%)
Performance diagno... Swap objects 413 GB (0.38%)

_ Total usage
Support v [ User objects 87.75 GB (4%) 216 TB
Data Migration Pre-c... Other (e.g. ISO files) 87.75 GB (100%)

Cloud Native St
v {loud Native Storage . System usage 1.02 TB (47.42%)

Container Volumes
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Day 2 Operations

Monitoring (vRealize Operations/vCenter Integration)

vm vSphere Client

) Home
@ Shortcuts

Hosts and Clusters
VMs and Templates
£ storage

© Networking

[E Content Libraries

[@ Global Inventory Lists

[ Policies and Profiles
a Auto Deploy
<|> Developer Center

h site Recovery

& Administration

2 Update Manager

Tasks
g Events

& Tags & Custom Attributes

Recent Tasks Alarms

vmware

vRealize Operations

Prod Cluster cHaNGE cLUSTER ™ €

Hosts

Are there any Issues?

& No critical alerts

VIEW DETAILS

Disk IOPs

3265 IOPS

1652 I0PS

3040PS

Confidential

3

Cache Disks

@ Immediate

0 ) Warning

Info

Disk Throughput

32659 Kbps

16465 Kbps

27+ Kbps!
22226

| ©2019 VMware, Inc.

Last Updated - 07:12 PM

12

Virtual Machines

7

Capacity Disks

‘What is remaining Capacity?

4470.3 GB

838.04 GB

Disk Latency

5308.34 GB

Yes Yes

Deduplication Stretch

VvRealize Operations

What is the Compon¢

VSAN Overview
18467

this cluster

Hosts

Are there any Issues?

Read Latency vs Writ

2ms @ No critical alerts

280 VIEW DETAILS

B Read Laten

Disk IOPs

3265 IOPS

1652 IOPS

ast Updated - 07:24 PM

1

VSAN Clusters

@ Immediate

0] Warning

0 Info

Disk Throughput

32659 Kbps

3 12

Cache Disks Virtual Machines

Am | running out of Capacity?

Compression

B Enabled Disabled

7

Capacity Disks

‘What is the Component Limit?

Stretch

M Enabled Disabled




Day 2 Operations

Monitoring (vVRealize Operations)

VSAN Operations Overview  Actions v All Dashboards v o<
VvSAN Environment Summary
VSAN Clusters Hosts Raw Capacity Remaining Capacity VMs on vSAN Clusters IOPS Served at Latency (ms)
1 3 51 4 12 106

—_—

Select a VSAN Cluster

@ -

Cluster Storage

0] |57 P> er

Total Used @ Used%
Name T Hosts VMs  Cluster Type Dedupe & Comg 5'2 . 838 oo 15.8 o
VSAN Cluster(Prod Cluste.. 3 12 All-flash Enabled
Cluster Wide IOPS
Ev
VSAN Cluster(Prod Cluster) 106
1 1-10of 1items
02:00PM 03:00PM ,04:00PM O5:00PM  06:00 PM _ 0F:00PM
Alert Volume on the Selected vSAN Cluster
VSAN Cluster(Prod Cluster) o3
10 E]o 1-10of 1items
# 4
7. .
Active Alerts 7 Cluster Wide Throughput
5 =
VSAN Cluster(Prod Cluster) 1.01 (MBps)

— vm

«
Cluster Compute

@® CPU Workload

29«

@ V. Dashboards
VSAN Capacity Overview
5 Migrate to VSAN
VvSAN Operations Overview
VSAN Stretched Clusters
Troubleshoot VSAN

Cluster Wide Avg. Disk Latency

i vSAN Cluster(Prod Cluster) v Views

Virtual Machine - Powered Off
Duration (Days)

| A
A | A " .
o20y 0aco P JTioao0 Py 9500 Virtual Machine Inventory
Copy of Virtual Machine
Inventory
Reports

Max Latency among Capacity Disks

[ VSAN Cluster(Prod Cluster)

25
02:00PM 03:00PM [104:00PM 05.00PM 06:00PM 0F:00\PM 02:00 PM 03:00 PM 04:00 PM 05:00
[+]
vmware
Confidential | ©2019 VMware, Inc.

vRealize Operations Manager

Dashboards v

Actions v  All Dashboards v

VSAN Capacity Overview

Potential Cost Savings from Reclaimable VMs (per mo... Dedupe & Compression Savin

@®Ded... @ Ded..

23x 1. e
ﬂ—.‘ ‘——‘\‘*,

VMs wit...

O uss

Idle VMs

26.71 uss

Powere...

91.91 uss

Is disk usage balanced? Rebalance cluster if variance > 30%

Disk group (0100000000533333434E58304A413237393... Disk group (0100000000533333434E58304A:

50 65 80

Time Remaining, Capacity Remaining and Reclaimation Opportunities

Capacity Remaining Time Remaining

Most Constrained Capacity Time Remaining
by remaining More than 1year
Disk Space 70.19%
100%
o omxn o

20




Day 2 Operations

Support

v [@ Cluster domain-c83
Ef host-224
G host-591 @D

v 3] SPBM Profiles
[3 horatio-christianstec
[J ruckersville-orringto
[3 halltown-flemington
[3 scotland-kutztown-r

(2 API profiling data

permalink

General

Overview

VMs

vC

ESXi

VSAN

Datastores

All SRs with this
Cluster

Performance

VSAN Support Insight

Config VSAN Health

12
6.7.0 Update 3

2 Hosts

2x ESXi 6.7 U3

2x Supermicro SYS-5028D-TN4T
2x Intel(R) Xeon(R) CPU D-1541 @
2.10GHz

2x 128GB

License: None found
DG: 2x v10

Total: 5589.06 GB
Used: 1133.59 GB (20 %)
Dedup Ratio: 2.27x
Objects: 93
Components: 190

1x vsan

VIEW CUSTOMER IDENTITY

VSAN Capacity VSAN Disks VSAN ISCSI

vSAN Cluster Performance @) 7

2

Latency
75 ms
50 ms
25 ms
ops d—d 1 1 | 11
08:00 16:00 00:00
== |atencyAvgRead == latencyAvgWrite
-
10PS
750 iops
500 iops l
250 iops
Oiops l L 1§
08:00 16:00 00:00
== jopsRead == iopsWrite == iopsUnmap
-
Tput
38 MiB/s
29 MiB/s
1aMes |
|
0B/s — - -
08:00 16:00 00:00

== throughputRead == throughputWrite

thvniimbnm bl L -

VMs Networking

Alarms

Summary o

No changes on
please see the

vmware

Confidential
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Business Outcomes
Measuring Success

High Highly Highly Easy to Cost
Performance Available Scalable Operate Efficient
Happy Customers Less Downtime Future Proof Familiar Tools Budget Friendly
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VSAN Resources
Helpful Links

- VMware VSAN blog - https://blogs.vmware.com/virtualblocks/

- VSAN ReadyNode Site - https://vsanreadynode.vmware.com

- VSAN 2 Node Guide - nttps://storagehub.vmware.com/t/vmware-vsan/vsan-2-node-guide/

- Solution Overview - https://storagehub.vmware.com/t/vmware-vsan/vsan-remote-office-deployment/solution-
overview-41/

- Configure Network Interface for Witness Traffic - https://docs.vmware.com/en/VMware-
vSphere/6.7/com.vmware.vsphere.vsan-planning.doc/GUID-03204C22-C069-4A18-AD96-26E1E1155D21.html

- Converting 2 Node vSAN to 3 Node vSAN using the vSphere 6.7 U1 Cluster Quickstart -
https://youtu.be/C3-RDxBprfc

- VMware VSAN 6.7 U3 Licensing Guide -

https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/products/vsan/vmware-vsan-67-licensing-
guide.pdf

- VSAN Support Insight - https://storagehub.vmware.com/t/vmware-vsan/vsan-support-insight/
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https://blogs.vmware.com/virtualblocks/
https://vsanreadynode.vmware.com/
https://storagehub.vmware.com/t/vmware-vsan/vsan-2-node-guide/
https://storagehub.vmware.com/t/vmware-vsan/vsan-remote-office-deployment/solution-overview-41/
https://docs.vmware.com/en/VMware-vSphere/6.7/com.vmware.vsphere.vsan-planning.doc/GUID-03204C22-C069-4A18-AD96-26E1E1155D21.html
https://youtu.be/C3-RDxBprfc
https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/products/vsan/vmware-vsan-67-licensing-guide.pdf
https://storagehub.vmware.com/t/vmware-vsan/vsan-support-insight/

VMware TAM Lab T

4 TAM
Purpose/Mission L a B VIMWaAle’ Bt

“The purpbose of TAM Lab is to provide in-depth technology workshop sessions led by
VMware Technical Account Managers (TAMS) to enable a culture of learning and partnership
across the VMware organization and our customers.

o Sessions are highly technical and relatively unscripted - NO PowerPoint!
o All sessions are recorded.
o Sessions are led by VMware Technical Account Managers (TAMS).

o Many sessions are made public facing via the TAM Services Portal & YouTube.

u Go to YouTube - Search for “VMware TAM Lab”
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VMware TAM Lab

Stickers Available

u Go to YouTube - Search for “VMware TAM Lab”
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Thank You

Twitter: @stevetilkens
LinkedIn: stevetilkens
Blog: www.tilkens.com
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